INTERNATIONAL SOCIETY FOR
SOIL MECHANICS AND
GEOTECHNICAL ENGINEERING

SIMSG [} ISSMGE

s

This paper was downloaded from the Online Library of
the |International Society for Soil Mechanics and
Geotechnical Engineering (ISSMGE). The library is
available here:

https:/ /www.issmge.org/publications/online-library

This is an open-access database that archives thousands
of papers published under the Auspices of the ISSMGE and
maintained by the Innovation and Development
Committee of ISSMGE.



https://www.issmge.org/publications/online-library

2016 NGM 2016 ReykJ avik
ik Proceedings of the 17" Nordic Geotechnical Meeting
’ Challenges in Nordic Geotechnic 25% — 28% of May

Hazard, Reliability and Risk Assessment - Research and Practice
for Increased Safety

Suzanne Lacasse
Norwegian Geotechnical Institute (NGI), Norway, suzanne.lacasse@ngi.no

ABSTRACT

Society increasingly requires the engineer to quantify and manage the risk which people, property
and the environment are exposed to. The role of the geotechnical engineering profession is to
reduce exposure to threats, reduce risk and protect people. Hazard, reliability and risk approaches
are excellent tools to assist the geotechnical engineer in design, selection of engineering
foundation solutions and parameters and decision-making. The significance of factor of safety is
discussed, and basic reliability and risk concepts are briefly introduced. The importance of
designing with a uniform level of reliability rather than a constant safety factor prescribed in codes
and guidelines is illustrated. The paper illustrates the use of the reliability and risk concepts with
"real life" case studies, in particular for situations encountered for Nordic environments. The
calculation examples are taken from a wide realm of geotechnical problems, including avalanche,
railroad safety, mine slopes and soil investigations. The synergy of research and practice and their
complementarity for increasing safety and cost-effectiveness is illustrated. With the evolution of
reliability and risk approaches in geotechnical engineering, the growing demand for hazard and
risk analyses in our profession and the societal awareness of hazard and risk makes that the meth-
ods and way of thinking associated with risk need to be included in university engineering curricu-
la and in most of our daily designs.

Keywords: Hazard, risk, risk assessment, uncertainties, factor of safety.

1 INTRODUCTION role is not only to provide judgment on safety
factor, but also to take an active part in the

More and more, society requires that the en- evaluation of hazard and risk.

gineer quantify the risk to which people, Societal awareness and need for docu-

property and the environment can be ex- menting the safety margin against 'known'

posed. The geo-engineering profession and 'unknown' hazards require that the engi-

should increasingly focus on reducing neer manage risk.

exposure to threats, reducing risk and The calculation examples presented in the

protecting people. The paper shows how paper are taken from a wide realm of geosci-

concepts of hazard, risk and reliability can entific problems, including avalanches, haz-

assist with safer design and in decision- ards and risk associated with railroad traffic,

making. After an introduction of reliability mine slopes and soil investigations.

concepts, the paper presents "real life" case

studies where risk and reliability tools pro- 2 EXPOSURE TO GEO-RISKS

vided insight for informed decision-making.
Because factor of safety remains the main
indicator of safety in practice, its significance
for design is also briefly discussed in terms
of reliability. The tolerable and acceptable
risk and risk perception are illustrated.

There is a need for increased interaction
among disciplines as part of providing a
soundly engineered solution. The engineer’s

Society is exposed to both natural and hu-
man-induced risks, and while the risk can
never be eliminated, the engineer's goal is to
reduce the risk to levels that are acceptable or
tolerable. Coordinated, international, multi-
disciplinary efforts are required to develop
effective societal response to geo-risks. The
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needs in practice are accentuated by recent

events with disastrous impact:

e Recent earthquakes in El Salvador (2001),
India (2001), Iran (2003), Pakistan (2005),
China (2008), Haiti (2010), Japan (2011),
Christchurch (2011) and Nepal (2015)
caused high fatalities and made many
homeless. In 2010, earthquakes ravaged
Chile, China, Sumatra and Iran. Earth-
quakes often lead to cascading events such
as landslides, avalanches, lake outburst
floods and debris flows.

e Tsunamis (e.g. Indian Ocean 2004; Toho-
ku 2011) cause enormous personal and so-
cietal tragedies. The Japan disaster
showed the vulnerability of a strong pros-
perous society, and how cascading events
paralyzed an entire nation, with worldwide
repercussions. Since 2004, at least eight
tsunamis have caused fatalities. In Nor-
way, tsunamigenic rock slides caused the
loss of 174 lives in the past 110 years.

e The Baia Mare tailings dam breach for a
gold mine in Romania (2000) released cy-
anide fluid, killing tons of fish and poison-
ing the drinking water of 2 million people
in Hungary. The Aznalcollar tailings dam
failure in Spain (1998) released 68 million
m°® of contaminated material into the envi-
ronment. The Mount Polley tailings dam
breach (2014) was Canada's largest envi-
ronmental disaster ever.

e The collapse of Skjeggestad bridge in
Norway and of a viaduct at Scillato in Ita-
ly, both due to landslides in early 2015, as
well as unexpected failures in tunnels, cost
millions of dollars for repairs. Roads and
railways in Norway are increasingly ex-
posed to landslide and avalanche hazards.
Often, the fact that no lives were lost in
these four examples is only due to coinci-
dental sets of lucky circumstances.

Many lives could have been saved if more

had been known about the risks associated

with the hazards and if risk mitigation
measures had been implemented. A proactive
approach to risk management is required to
reduce the loss of lives and material damage.

A milestone in recognition of the need for

disaster risk reduction was the approval by

164 United Nations (UN) countries of the

"Hyogo Framework for Action 2005-2015:
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Building the Resilience of Nations and
Communities to Disasters" (ISDR 2005).

Since the 80's, hazard and risk assessment
of the geo-component of a system has gained
increased attention. The offshore oil and gas,
hydropower and mining sectors were the pio-
neers in applying the tools of statistics, prob-
ability and risk assessment in geotechnical
engineering. Environmental concerns and
natural hazards soon adopted hazard and vul-
nerability assessment.

Whitman (1996) offered examples of
probabilistic analysis in geo-engineering. He
concluded then that probabilistic methods are
tools that can effectively supplement tradi-
tional methods for geotechnical engineering
projects, provide better insight into the uncer-
tainties and their effects and an improved
basis for interaction between engineers and
decision-makers. Nowadays, the notion of
hazard and risk is a natural question in the
design of most constructions

3 IMPORTANCE OF UNCERTAINTIES
IN GEOTECHNICAL ENGINEERING

3.1 Uncertainty-based analyses

Accounting for the uncertainties in founda-
tion analysis has now become a frequent
requirement. Statistics, reliability and risk
estimates are useful decision-making tools
for geotechnical problems that can account
for the uncertainties. Uncertainty-based anal-
yses are needed because geotechnical design
is not an exact science. Uncertainty in foun-
dation performance, due to soil spatial varia-
bility, limited site exploration, limited calcu-
lation models and limited soil parameter
evaluation, is unavoidable.

Uncertainty-based analysis can be done
with the statistical and reliability theory
tools available today (Lacasse 1999; Ang
and Tang 2007; Baecher and Christian 2003).

It is important to adopt approaches that
inform of and account for the uncertainties.
Only by accounting for the uncertainties, can
the designer get insight in the risk level.

Risk considers the probability of an event
occurring and the consequences of the event
should it occur. The purpose of risk analysis
is to support the decision-making process,
given plausible scenarios. The probabilities
are the quantification of one's uncertainty.
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3.2 Factor of safety and uncertainties

The factor of safety gives only a partial rep-
resentation of the true margin of safety that is
available. Through regulation or tradition, the
same value of factor of safety is applied to
conditions that involve widely varying de-
grees of uncertainty. That is not logical.

The factor of safety against instability is a
measure of how far one may be from failure.
Factors of safety are applied to compensate
for uncertainties in the calculation. If there
were no uncertainties, the factor of safety
could be very close to 1.

There is therefore always be a finite prob-
ability that the foundation slope. Defining the
level of the finite probability that is tolerable
is the challenge. The geotechnical engineer
should provide insight in this discussion. To
select a suitable factor of safety, one there-
fore needs to estimate the uncertainties in-
volved. There exists no relationship between
safety factor based on limit equilibrium anal-
ysis and annual probability of failure. Any
relationship would be site-specific and de-
pends on the uncertainties in the analysis.

3.3 Factors of safety for a piled installation

As example of deterministic (conventional)
and probabilistic analyses of the axial capaci-
ty of an offshore piled foundation were done.
First, before pile driving (1975), with limited
information and limited methods of interpre-
tation of the soil data, and second, 20 years
later, when more information had become
available and a reinterpretation of the data
was done with the new knowledge accumu-
lated over the 20 years. The soil profile con-
sisted of mainly stiff to hard clay layers, with
thinner layers of dense sand in between. The
profiles selected originally showed wide var-
iability in the soil strength, with considerably
higher shear strength below 20 m. No labora-
tory tests, other than strength index tests,
were run for the 1975 analyses to quantify
the soil parameters, and sampling disturbance
added to the scatter in the results.

During pile installation, records were
made of the blow count during driving. These
records were used 20 years later to adjust the
soil profile, especially the depth of the
stronger bearing sand layers. New samples
were also taken and triaxial tests were run.
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The new evaluation indicated less variability
in the strength than before.

The requirement was a factor of safety of
1.50 under extreme loading and 2.0 under
operation loading. The analyses used the
first-order reliability method (FORM). Each
of the parameters in the calculation and the
calculation model were taken as random var-
1ables, with a mean and a standard deviation
and a probability density function.

Figure 1 presents the results of the anal-
yses. The newer deterministic analysis gave a
safety factor (FS) of 1.4, which was below
the requirement of 1.50. However, the newer
information reduced the uncertainty in both
soil and load parameters. The pile with a
safety factor of 1.4 has significantly lower
failure probability (Py) that the pile which
had a safety factor of 1.79 twenty years
earlier. Taking into account the uncertain-
ties showed that the pile, although with lower
safety factor, had higher safety margin than
the pile with a much higher safety factor cal-
culated at the time of pile driving.

The implications of Figure 1 are very im-
portant. A foundation with a central factor of
safety of 1.4 was safer than a foundation with
a higher central factor of safety 1.8 and had a
much lower annual probability of failure.
Factor of safety alone is not a sufficient
measure of the actual safety.

\
FS=1.40,P=1 104/yr
/ Low uncertainty

l
I
I
I
I
I
I
I
I
I

FS=1.79
_ P.=5102/yr
Probability High uncertainty

of failure‘I

Dy

1.0

Probability density function

I T
2.0 3.0
Factor of safety, FS

Figure 1 Factor of safety and probability of
failure.

4.0

One also needs to be aware that the factor of
safety is never zero. Factor of safety is not a
sufficient indicator of safety margin because
the uncertainties in the analysis parameters
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affect probability of failure. The uncertain-
ties do not intervene in the conventional
calculation of safety factor.

Figure 1 illustrates with probability densi-
ty functions the notion that the factor of safe-
ty alone is not a sufficient measure of the
margin of safety. In addition, the safety factor
should not be a constant deterministic value,
but should be adjusted according to the level
of uncertainty. Ideally, one could calibrate
the required safety factor that would ensure a
target annual probability of failure of for ex-
ample 107 or 10,

The essential component of the estimate
of an annual probability of failure estimate
is geotechnical expertise. A clear under-
standing of the physical aspects of the ge-
otechnical behavior to model is needed. The
experience and engineering judgement that
enter into all decisions for parameter selec-
tion, choice of most realistic model and rea-
sonableness of the results, are also absolute-
ly essential components. The most im-
portant contribution of uncertainty-based
concepts to geotechnical engineering is
increasing awareness of the uncertainties
and of their consequences. The methods
used to evaluate uncertainties, annual
probability of failure are tools, just like any
other calculation model or computer pro-
gram.

3.4 Comparison of two analysis approaches

Stability analyses were done with the effec-
tive stress (ESA) and the total stress (TSA)
approaches. The first approach uses friction
angle (¢), cohesion and pore pressures (or
the effective stress path), the second uses
undrained shear strength and in situ effec-
tive stresses (total stress path). Factor of
safety was defined as the ratio between the
tangent of the friction angle at failure and
the tangent of the friction angle mobilized at
equilibrium for the ESA approach. For the
TSA approach, the factor of safety was de-
fined as the ratio between the undrained
shear strength and the shear stress mobilized
at equilibrium.

A shallow foundation on a contractive
and on a dilative soil was analyzed (Nadim
et al 1994; Lacasse 1999). The effective
stress paths for each soil type are illustrated
in Figure 2. The "true" safety margin for the
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foundation (or probability of failure, Py) is
independent of the method of analysis.

Table 1 presents the results of the calcu-
lations. Depending on soil type, the com-
puted annual probability of failure differed
significantly for the two approaches.

The results of the analyses, both deter-
ministic (in terms of factor of safety, FS)
and probabilistic (in terms of annual proba-
bility of failure, Py showed significant dif-
ferences for the dilatant soil as the uncer-
tainties in the soil parameters influenced
differently the failure probability.

For the effective stress approach, the un-
certainties in the cohesion and pore pressure
close to failure had the most significant ef-
fect on the probability of failure. For the
total stress approach, the uncertainties in
undrained shear strength had the most sig-
nificant effect on the probability of failure.
To have the two analysis methods give con-
sistent results at a safety factor of 1.0, a
model uncertainty would have to be includ-
ed. Again factor of safety gives an errone-
ous impression of the actual safety margin.

DILATIVE SOIL 0\,@\&“

Shear stress

Shear siress

Mean effective stress

Figure 2. Mobilized friction angle and available
shear strength approaches for contractive and
dilative soils’.

! Notation: pis the mobilized friction angle; numbers
on stress path indicate shear strain in percent; 7., is the
critical shear stress at yield; 7p is the mobilized shear
stress in design; in the ESA analysis, the material
coefficient is tan¢ '/tanp; in the TSA analysis, the
material coefficient is 7./mp.

IGS



Hazard, Reliability and Risk Assessment for Increased Safety

Table 1. Stability analyses with two approaches.

Analysis Soil type FS Annual P¢
ESA Contractive 1.9 1.7 x10°
TSA Contractive 1.4 2.5x103
ESA Dilative 1.4 6.7 x 108
TSA Dilative 1.5 2.3x10°

Notation ESA Effective stress analysis
TSA Total stress analysis
FS Factor of safety
Ps Probability of failure

4 BASIC RELIABLITY CONCEPTS

4.1 Terminology

The terminology used in this paper is con-
sistent with the recommendations of
ISSMGE TC32 (2004) Glossary of Risk As-
sessment Terms:
Danger (Threat): Phenomenon that could
lead to damage, described by geometry,
mechanical and other characteristics, in-
volving no forecasting.
Hazard: Probability that a danger (threat)
occurs within a given period of time.
Exposure: The circumstances of being ex-
posed to a threat.
Risk: Measure of the probability and se-
verity of an adverse effect to life, health,
property or environment. Risk is defined
as Hazard x Potential worth of loss.
Vulnerability: The degree of loss to a giv-
en element or set of elements within the
area affected by a hazard, expressed on a
scale of 0 (no loss) to 1 (total loss).
Figure 3 illustrates how hazard, exposure and
vulnerability contribute to risk with the so-
called "risk rose".

4.2 Risk assessment and management

Risk management refers to coordinated activ-
ities to assess, direct and control the risk
posed by hazards to society. Its purpose is to
reduce the risk. The management process is a
systematic application of management poli-
cies, procedures and practices. Risk man-
agement integrates the recognition and as-
sessment of risk with the development of
appropriate treatment strategies. Understand-
ing the risk posed by natural events and man-
made activities requires an understanding of
its constituent components, namely character-
istics of the danger or threat, its temporal
frequency, exposure and vulnerability of the
elements at risk, and the value of the ele-
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ments and assets at risk. The assessment sys-
temizes the knowledge and uncertainties, i.e.
the possible hazards and threats, their causes
and consequences. This knowledge provides
the basis for evaluating the significance of
risk and for comparing options.

Vulnerability

Disaster
Risk

Threats /
Hazards

Exposure

’

Figure 3. Figure 1. Components in the "risk rose'
(after IPCC 2012).

Risk assessment is specifically valuable
for detecting deficiencies in complex tech-
nical systems and in improving the safety
performance, e.g. of storage facilities.

Risk communication means the exchange
of risk-related knowledge and information
among stakeholders. Despite the maturity of
many of the methods, broad consensus has
not been established on fundamental concepts
and principles of risk management.

The ISO 31000 (2009) risk management
process (Fig. 4) is an integrated process, with
risk assessment, and risk treatment (or miti-
gation) in continuous communication and
consultation, and under continuous monitor-
ing and review. ISO correctly defines risk as
"the effect of uncertainties on objectives".

Higher uncertainty results in higher risk.
With the aleatory (inherent) and epistemic
(lack of knowledge) uncertainties in hazard,
vulnerability and exposure, risk management
is effectively decision-making under uncer-
tainty. The risk assessment systemizes the
knowledge and uncertainties, i.e. the possible
hazards and threats, their causes and conse-
quences (vulnerability, exposure and value).
This knowledge provides the basis for com-
paring risk reduction options.

Today's risk assessment addresses the un-
certainties and uses tools to evaluate losses

NGM 2016 - Proceedings



with probabilistic metrics, often in terms of
expected annual loss and probable maximum
loss, costs and benefits of risk-reduction
measures and use this knowledge for select-
ing the appropriate risk treatment strategies.

v |
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Figure 4 Risk management process (after ISO
2009).

Many factors complicate the risk picture.
Urbanization and changes in demography are
increasing the exposure of vulnerable popula-
tion. The impact of climate change is altering
the geographic distribution, frequency and
intensity of hydro-meteorological hazards.
the impact of climate change also threatens to
undermine the resilience of poorer countries
and their citizens to absorb loss and recover
from disaster impacts.

4.3 Acceptable and tolerable risk

A difficult task in risk management is estab-
lishing risk acceptance criteria. There are no
universally established individual or societal
risk acceptance criteria for loss of life due to
landslides.

For individual risk to life, AGS (2000)
suggested, based on criteria adopted for Po-
tentially Hazardous Industries, Australian
National Committee on Large Dams (AN-
COLD 1994; ANCOLD 2003), that the toler-
able individual risk criteria shown in Table 2
"might reasonably be concluded to apply to
engineered slopes". They also suggested that
acceptable risks can be considered to be one
order of magnitude lower than the tolerable
risks.
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Table 2. Suggested tolerable risk (AGS 2000).

Slope types | Tolerable risk for loss of life
E:Isit:ggre d 104/year for person most at risk

9 10%/year for average person at risk
slopes
New engi- 10-5/year for person most at risk
neered 5 .

10-%/year for average person at risk

slopes

With respect to societal risk to life, the appli-
cation of life criteria reflects that society is
less tolerant of events in which a large num-
ber of lives are lost in a single event, than of
the same number of lives are lost in several
separate events. Examples are public concern
to the loss of large numbers of lives in an
airline crash, compared to the many more
lives lost in traffic accidents.

As guidance to what risk level a society is
apparently willing to accept, one can use 'F-
N curves'. The F-N curves relate the annual
(or any temporal) probability (F) of causing
N or more fatalities to the number of fatali-
ties. The term "N" can be replaced by other
measures of consequences, such as costs. F-N
curves give a good illustration for comparing
calculated probabilities with, for example
observed frequencies of failure of compara-
ble facilities. The curves express societal risk
and the safety levels of particular facilities.

Figures 5 and 6 present families of F-N-
curves. GEO (2008 compared societal risks
in a number of national codes and standards
Figure 5 presents the comparison. Although
there are differences, the risk level centers
around 10 */year for ten fatalities. Figure 6
illustrates the risk for different types of struc-
tures. Man-made risks tend to be represented
by a steeper curve than natural hazards in the
F-N diagram (Proske 2004). On the F-N dia-
gram in Figure 7, lines with slope equal to 1
are curves of equirisk, where the risk is the
same for all points along the line. The F-N
curves can be expressed by the equation:

F-N*=k (1)
For a k-value of 0.001, o becomes unity (1).
An F-N slope greater than 1 reflects the
aforementioned risk aversion The ALARP
zone represents the risk considered to be "As
Low As Reasonably Practicable". Figure 7
also contains an illustration of ALARP: risk
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is to be mitigated to a level as low as reason-
able practical. The residual risk is marginally
acceptable and any additional risk reduction
requires a disproportionate mitigation
cost/effort, or is impractical to implement.

Acceptable risk is the level of risk society
desires to achieve. Tolerable risk refers to the
risk level reached by compromise in order to
gain certain benefits. A construction with a
tolerable risk level requires no action nor
expenditure for risk reduction, but it is desir-
able to control and reduce the risk if the eco-
nomic and/or technological means for doing
so are available.

107 v
Denmark #—Belgium
|

ANCOLD / AGS

Annual probability

1010 |
*NSW, Australia Belgium —
1071 T

Number of fatalities
Figure 5. Comparison of risk guidelines in
different countries (after GEO 2008).

Risk acceptance and tolerability have differ-
ent perspectives: the individual's point of
view (individual risk) and the society's point
of view (societal risk). Figure 8 presents an
example of accepted individual risks for dif-
ferent life or recreation activities. The value
of 10/year is associated with the risk of a
child 5 to 9 years old dying from all causes.

The F-N diagrams have proven to be use-
ful tools for describing the meaning of prob-
abilities and risks in the context of other risks
with which society is familiar.

Risk acceptability depends on factors such
as voluntary vs. involuntary exposure, control
or not, familiarity vs. unfamiliarity, short vs
long-term effects, existence of alternatives,
consequences and benefits, media coverage,
personal involvement, memory, and trust in
regulatory bodies. Voluntary risk tends to be
higher than involuntary risk (driving a car).
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Figure 6. Examples of risk levels for different
construction and activities (Whitman 1984).
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2010).
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Figure 8. Accepted individual risks (Thomas and
Hrudey 1997; Hutchinson2011 Personal comm..)

Figure 9 illustrates how "perceived" and
"objective" risk can differ. Whereas the risk
associated with flooding, food safety, fire and
traffic accidents are perceived in reasonable
agreement with the "objective" risk, the situa-
tion is very different with issues such as nu-
clear energy and sport activities.

4.4 Risk treatment (risk mitigation)

To reduce risk, one can reduce the hazard (or
Py, the probability of failure, reduce the con-
sequence(s), or reduce both. Figure 10 illus-
trates this risk reduction concept on the F-N
diagram. The United States Bureau of Rec-
lamation 2003 guideline for dams is also
shown. A mitigation strategy involves: 1)
identification of possible disaster triggering
scenarios, and the associated hazard level, 2)
analysis of possible consequences for the
different scenarios, 3) assessment of possible
measures to reduce and/or eliminate the po-
tential consequences of the danger, 4) rec-
ommendation of specific remedial measures
and, if relevant, reconstruction and rehabilita-
tion plans, and 5) transfer of knowledge and
communication with authorities and society.
The strategies for risk mitigation can be
classified in six categories: 1) activation of
land use plans, 2) enforcement of building
codes and good construction practice, 3) use
of early warning systems, 4) community pre-
paredness and public awareness campaigns,
5) measures to pool and transfer the risks and
6) physical measures and engineering works.
The first five categories are "non-structural"
measures, which aim to reduce the conse-
quences. The sixth includes active interven-
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tions such as construction of physical protec-
tion barriers, which aim to reduce the fre-
quency and severity of the threat.

Perceived risk

Low High
= -
- High
o Sport activities._'_‘. Tl a@'dg . [
* Working accidents o %
« Fifés =
M 5
il 2
7 3
s ?a ¥ * Transport of =
o dangerous goods o
o/ b
 Flogding
5 i Radiation
= etiggae Low

Figure 9. Perceived vs. "objective" risk (Max
Geldens Stichting 2002).
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o 1
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£ 107

10°%

1 10 100 1,000 10,000 100,000

Number of Fatalities
Figure 10. F-N curves and reducing risk.

In many situations, an effective risk mitiga-
tion measure can be an early warning system
that gives sufficient time to move the ele-
ments at risk out of harm's way.

Early warning systems are more than just
the implementation of technological solu-
tions. The human factors, social elements,
communication and decision-making authori-
ties, the form, content and perception of
warnings issued, the population response,
emergency plans and their implementation
and the plans for reconstruction or recovery
are essential parts of the system. An early
warning system without consideration of the
social aspects could create a new type of
emergency (e.g. evacuating a village because
sensors indicate an imminent landslide, but
without giving the village population any
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place to go, shelter or means to live). Chal-
lenges in designing an early warning system
include the reliable and effective specifica-
tion of threshold values and the avoidance of
false alarms. The children's story about the
little shepherd boy who cried "wolf" is the
classic example of how false alarms can de-
stroy credibility in a system.

The earthquake-tsunami-nuclear contami-
nation chain of events in Japan is a telling
example of cascading hazards and multi-risk:
the best solution for earthquake-resistant de-
sign (low/soft buildings) may be a less pref-
erable solution for tsunamis (high/rigid build-
ings). The sea walls at Fukushima gave a
false sense of security. The population would
have been better prepared if told to run to
evacuation routes as soon as the shaking
started.

5 CASE STUDIES

5.1 Slide in mine waste dump

The risk to persons living in the houses and
travelling on the road below a mine waste
dump, and an assessment of whether or not
the risks are acceptable was evaluated. Figure
11 presents schematically the slope layout
and the elements at risk (persons, houses,
road, and the damage to the mining property
and facilities).

Danger (landslide) characterization
The mine waste is silty sandy gravel and
gravelly silty sand coarse reject from a coal
wash deposited over 50 years by end tipping.
Geotechnical site investigations, hydrological
and engineering analyses showed that the
waste is loose, and that the lower part is satu-
rated, and that the waste is likely to liquefy
and flow liquefaction occurs for earthquakes
loadings larger than 10~ annual exceedance
probability (AEP) or once in a 1,000 years.
The culvert through the waste dump exceeds
its capacity and runs full for floods greater
than 0.1 AEP (once in 10 years). For larger
floods, water flows over the sides of the
waste dump and leaks onto the waste material
through cracks in the culvert, thus increasing
the pore pressures in the waste.

The factor of safety of the waste dump
slope under static loading was 1.2 for the
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annual water table levels. If the dump slides
under static loading, it is likely to flow be-
cause of its loose, saturated granular nature.

Given that a slide has occurred, the annual
probability of a debris flow reaching the
houses is 0.5 based on post-liquefaction shear
strengths obtained in the laboratory, and em-
pirical methods for estimating travel distance
(Fell et al 2005). The volume of the likely
landslide and resulting debris flow is about
100,000 m® and the debris are likely to be
travelling with high velocity when they reach
the road and houses.

P Mine waste
Water table

Danger -
landslide in mine waste

SECTION A-A

O Hements at risk -
houses and their occupants

PLAN
Figure 11. Slide in mine waste dump area: slope

hazard and elements at risk (Fell et al 2005).

Hazard (frequency) analysis

The potential failure modes are:

e The culvert runs full, water leak, saturates
the downstream toe and causes a slide.

e As above, but a smaller slide blocks or
shears the culvert and causes a slide.

e The culvert collapses, flow saturates the
downstream toe and causes a slide.

e A larger flood causes the culvert overflow,
saturates the fill and causes a slide.

¢ As flood above, but the scour by the flow-
ing water at the toe of fill initiates a slide.

e Rainfall infiltration mobilizes earlier slide.

e An earthquake causes liquefaction.
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Based on the catchment hydrology, the cul-
vert hydraulics, the stability analyses and
engineering judgement, the sliding frequency
of the waste for the seven potential modes of

failure was estimated as 0.01/yr (or 1-10"%/yr).

An analysis of the liquefaction potential
(Youd et al 2001) and of the post-liquefac-
tion stability suggested that the frequency of
sliding was 0.005 per yr (or 5-107/yr). Hence
the total annual probability of a slide, Psiide,
was 0.015 or (1.5-102/yr). The probability of
the slide reaching the elements at risk (Preach)
was uncertain, and was taken as at a value of
0.5 (i.e. completely uncertain, therefore 50%
uncertain/certain, or "as likely as not"? to
reach the road and houses).

Consequence analysis
The temporal spatial probability of the per-
sons in the houses, and travelling on the road
was estimated as follows. A survey of occu-
pancy of the houses showed that the person
most at risk in the houses spent on an average
18 hours/day, 365 days per year, or an annual
proportion of time of 0.75. Each house was
occupied by four persons for an average 10
hours/day and 325 days/year. Assuming that
the persons were in the houses at the same
time, the annual occupancy for the 16 per-
sons is [10/24 - 325/365] or 0.36. Vehicles
susceptible to be affected by the debris flow
were assumed to travel with average velocity
of 30 km/hr on the 100-m long stretch of
road. For each vehicle on the road, the annual
exposure was [(100/30,000) x 1/(365 x 24)],
or 3.8:107. If a vehicle travels 250 times a
year (such as a school bus), the annual expo-
sure probability became 9.5 x 107,

To estimate the vulnerability (), the ve-
locity and the volume of the slide were con-
sidered. With the likely slide high velocity
and large volume, the vulnerability of per-
sons in the houses was estimated as 0.9, and
the vulnerability of persons on a bus as 0.8.

Risk estimation
The annual probability of loss of life for the
person most at risk (Pro.) was obtained as
follows (Eq. 2):

ProL = Psiide * Preach X Pmost vulnerable person X V

2 "As likely or not" is IPCC language in extreme event
report (IPCC 2012).
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Pror=0.015x0.5x0.75x0.9 = 5-103/yr  (3)

If all four houses are hit by the slide, 0.9 x 16
persons lose their lives (14 fatalities). The an-
nual probability for 14 fatalities in houses is:

0.015x0.5x0.36 = 2.7-107 /yr 4)
If a 40-passenger bus is taken, 0.8 x 40 persons

lose their lives (32 fatalities) The annual proba-
bility for 32 fatalities in a passing bus is:

0.015 x 0.5%0.5x95-105 = 7.1-107/yr (5)

Ignoring loss of life in other vehicles on the
road, the cumulative probabilities are (Table 3):

Table 3. Risk of fatalities, slide in mine waste

dump.
Consequence Annual frequency
. 510°%+2.7:10°% +7.1-107 =

2 One fatality 7.7-103yr

- 27103+ 7.1-107 =
>
2 15 fatalities 2.7-103/yr
2 33 fatalities 7.1-107/yr

Risk assessment and management
Individual risk: The risk for the person most
at risk is 5 x 10/year, which is in excess of
the acceptable individual risks Shown in Ta-
ble 1 and Figures 5 to 7.

Societal risk: Compared to the F-N charts in
Figures 3 to 7, the three points in table 3 have
risks that are in excess of the tolerable risk
for the loss of 1 and 15 lives, but fall within
in the ALARP range for the loss of 33 lives.

Mitigation
Risk mitigation options should be adopted
and the risks recalculated. Mitigation options
include reducing the probability of sliding by
repairing the cracks in the culvert, controlling
water overflow when the culvert capacity is
exceeded, removing and replacing the outer
waste well compacted so it will not flow if it
fails, adding a stabilizing berm, or installing a
warning system so persons in the houses can
be evacuated and the road blocked to traffic
when movement are detected in the waste.

5.2 Avalanches risk management

Avalanche forecasting
Avalanche forecasting uses several different
spatial and temporal danger scales. Many
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mountainous countries have public service
forecasting programs that estimate the ava-
lanche danger in a given region during a giv-
en time period. Avalanche forecasting ser-
vices in Europe warn of the danger over a
region, typically on a mountain range scale
with an area of minimum 100 km? (Nairz
2010). They predict the hazards for one or a
few days (EAWS 2010). In Europe, the level
of danger uses The European Danger Scale.
In the USA and Canada, the similar North
American Danger Scale is used. These dan-
ger scales describe qualitatively the danger
potential using a five level scale. On the local
level, the benefit of a general forecast can be
somewhat limited.

To help decision-making locally, one
needs to state not only a qualitative danger
level, but also to provide a quantitative esti-
mate of the danger. The quantitative estimate
is obtained by calculating the probability of
an event in a given period of time.

Kristensen et al (2013) proposed a proce-
dure to associate the probability of an ava-
lanche reaching objects at risk within a speci-
fied time period to specific mitigation
measures. The procedure is illustrated with
two examples of local avalanche forecasting
programs in western Norway.

Quantifying the probabilities
An object-specific forecasting program able
to assess the probability of encountering the
objects needs to take into account not only
the general avalanche hazard but also the
susceptibility of the object, the probability of
encountering the object should the avalanche
occur and the local conditions (weather, snow
drift, slope, elevation, etc.). The probability
of an avalanche reaching a given point is a
function of the probability of avalanche oc-
currence and the distance the avalanche is
able to travel downslope. Estimating fre-
quency-magnitude relationships can also be
done where historical records exist. A statis-
tical inference can therefore be used in the
forecasting. Examples of probabilistic tech-
niques are given after the two examples.

Highway 15, Strynefjellet
Highway 15 in western Norway is one of the
main arteries that connect the west coast to
Highway 6, the main north-south transport
corridor in Norway. Highway 15 crosses
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"Strynefjellet. The annual (2010) traffic is
around 800 cars per day, with peaks of up to
2500 cars per day in the holiday periods.

The 922-m long unprotected stretch of
road in Grasdalen on Highway 15 has a
history of frequent avalanches reaching the
road. The main avalanches come from the
NE-facing slope of Satreskarsfjellet and can
reach and impact the road over a length of
650 m. A 200-m portion of this stretch is
permanently protected by a gallery. Two
rows of breaking mounds on the uphill side
of the road have also been constructed, but
proved to be ineffective for all but the small-
est wet snow avalanches. Pro-active protec-
tion, including an avalanche control system
using explosive charges in the release zone
and controlled avalanche release combined
with preventive road closures, were estimated
to reduce the individual risk for road users by
about one-fourth (Kristensen 2005).

For Highway 15, an avalanche forecasting
program was developed for the period be-
tween December 1% and April 30", The fore-
casting service would then provide a daily
avalanche danger assessment and an estimate
of the probability of an avalanche reaching
the road in the next 24-hour period.

To obtain weather and snow data, several
automatic weather and snow stations were
used. A database of all observed avalanches
having reached the road earlier was also used
(database over more than 50).

The forecasting procedure relied on both
traditional and statistical methods. The rela-
tionship between the three- and five-day ac-
cumulated precipitation and wind conditions
and the probability of an avalanche reaching
the road were estimated for one particular
avalanche path (Bakkehei, 1985).

Table 4 presents the danger scale classes
and local probabilities (P) for avalanches
reaching Highway 15 in the next 24 hours
and the corresponding actions to be taken for
each level, for both traffic and road mainte-
nance. For ease of communication, the
European "Danger Scale" terminology and
colours was used. However, the probabilities
of avalanches reaching Highway 15 are not in
accordance with the conventional use of the
European Danger Scale. In Class 4 (red), the
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exposed area is under avalanche control. FOr
Class 5, the road is closed.

Table 4. Probability of avalanche reaching High-
way 15 in the next 24 hours, and required actions
(after Kristensen et al 2013).

Keynote

Kristensen and Breien, 2012). Meteorological
data and avalanche observations were
available for about 30 years.

The probabilities (P) are presented in Ta-
ble 5 together with the required actions. The
probability classes have boundaries different
from those for Highway 15. In this case
(developed after the previous case study), the
Danger Scale had been renamed Probability
Classes.

Table 5. Probability of avalanche reaching
elements at risk on Highway 60 under
construction in the next 24 hours, and required
actions (after Kristensen et al 2013).

Dan- PHwy 15 Required Required
ger reached) actions, actions,
Scale (%) Traffic Hwy maint'ce
P<1 No restrictions. | No restrictions.
1<Ps<5 No restrictions. | No restrictions.
No restrictions; | Work in area
5<P<20 Stopping not allowed during
allowed daylight only.
Traffic moni- .
. . Road clearing
toring contlly 1 iy daylight
20<P<50 | Road closing if yIn daylig
o under ava-
dark or difficult
L lanche watch.
driving cond.
P>50 | Road closed, | Mo activityin
exposed areas.

Cont'ly: continuously
Maint'ce: maintenance

Construction site, Highway 60, Strandada-
len
During the completion of a large avalanche
protection along Highway 60 in Strandadalen
winter 2012, three of the work and loading
locations were considered exposed to avalan-
che danger. As part of the risk management
for the safe project completion, an avalanche-
forecasting program was implemented, with
the possibility of using controlled avalanche
release by helicopter with conventional ex-
plosives or a gas detonation system. Table 2
was prepared through a dialogue and cooper-
ation among all involved parties in the pro-
ject. The guiding criterion was that it was
unacceptable that any avalanche should reach
the area during active working operation.

Two of the three elements at risk were lo-
cated in the same path but at different loca-
tion on the slope. To arrive at a measure of
susceptibility for the three sites, a frequency-
magnitude relationship was established.
Using the statistical/topographic model
developed by Lied and Bakkehei (1980), an
index of the proximity to the slope was
calculated based on the position of each of
the three elements at risk relative to the Beta
point (where slope angle is 10 degrees) in the
avalanche path (Kristensen et al. 2008;

NGM 2016 - Proceedings

Probability P (%) Required actions,
Scale Presence in work areas
P<0 1 Perman:ant presence
allowed*.
Limited presence under
2 daylight & good visibility;
Moderate 0.1<P<0.2 Co%ntignuoug local asses};-
ment of any change.
gonsi- 0.2<P<2 Only few and short, tem-
derable porary presence allowed.
4 No presence allowed;
High 2<P<50 Quick passing-through
allowed if good visibility.
5 P>50 No presence or passing-
Very high through allowed.

* Presence of the work force in exposed areas during
normal working hours (8 hours a day).

Figure 12 illustrates the forecast for the three
elements at risk (Sites 1, 2 and 3) during the
Highway 60 construction between February
1t and April 30 2012. The regional danger
ratings (1 to 5) from the National Avalanche
Forecasting program are shown at the top.

Observations from the two examples
Since the local and regional forecasting pro-
grams operate at different spatial and tem-
poral resolutions, there will be differences in
the danger assessment. The local forecasting
was very useful and enabled a significantly
increased number of hours.

Local forecasts can benefit from insight
from the regional forecast. However, the
probability of an avalanche reaching a
specific object depends on the exposure of
the object to the threat. Figure 12 showed that
the regional forecasts can provide only
limited insight into the avalanche probability
of reaching specific objects and the actions
required at the local level. The regional and
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Region zzzzzzzzzzalaaaalalaalazzzzzz2222333332zz2333322zzz2333233333333322zzzzzzzzzzzzzzzzzzzz

Figure 12. Forecasts for three elements at risk during Highway 60 construction (February I to April
30™ 2012). Chart shows the daily regional danger rating 1 to 5 (top) and the probability classes for
Sites 1, 2 and 3 (see Table 5 for colour codes) (Kristensen et al 2013).

local forecasts agree well in the cases of high
probability of avalanche.

The probabilities reflect only a best esti-
mate of a likelihood and not a precise value.
This understanding can be "lost in the transi-
tion" from avalanche experts to the media
and to the public concerned.

The local forecasting should provide de-
cision-makers with quantified probabilities of
avalanches reaching specific elements at risk.
A list of actions to temporarily mitigate the
impact of avalanches on exposed objects can
be made, and the persons concerned can be
prepared for a potential avalanche occurring.

Reliability methods for snow avalanches
Harbitz et al (2001) discussed several aspects
of probabilistic analyses for avalanche zon-
ing. In particular, the first order reliability
method (FORM) and Monte-Carlo simula-
tions were used to evaluate the probability of
occurrence associated with avalanches. Two
of the models used are described herein: a
mechanistic probabilistic model and a model
based on observations of avalanches.

Mechanical probabilistic model

For the standard snow slab avalanche model,
the safety factor (FS) is defined as the ratio of
the total resisting forces in the downslope
direction to the driving shear force:

FS = (Fs + Fr + Fc +Fr) /T (6)

where

F's is the shear force along the shear surface,
Fris the tension force at the crown,

F. is the compression force at the wall,

FFis the flank force,

T is the total weight driving component,

W, of the release slab

W= pgBLD + Wex (Wey external load on slab),
T= Wsin y (y is the slope inclination),
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Fr=2LDc

Fc=BDo. = 2BDc(1+pgD/c),
Fr=BDo,

Fy=BL7ts,

o density of snow,

g  gravity acceleration

B, L, D width, length and thickness of slab,
¢ shear strength of the slab,

o. compressive strength of the wall,
o compressive strength of the wall,
o: tensile strength of the snow,

7y shear strength on the shear surface.

Equation 6 was used for both the Monte-
Carlo and the FORM analyses. Details on the
approaches can be found in Harbitz et al
(2001) and many other sources quoted in this
paper. A standard slab avalanche was used.
Nine basic variables were defined with mean,
standard deviation and the probability distri-
butions given in Table 6.

Table 6. Probability distribution of basic random
variables in the mechanical probabilistic model
(after Harbitz et al 2001).

Random variable PDF | Mean | SD
Thickness of slab, D (m) LN 0.7 0.1
Slope angle, y (degree) LN 38° 3

Cohesion-snow, c (kPa) LN 6 1.5

Tensile strength-snow, ot (kPa) LN 9 2.4

Shear strength on sliding LN 105 | 032
plane, s (kPa)

Width of slide, W (m) LN 50 25
Length of slide, L (m) LN 50 | 25
Density of snow, p (kg/m?) N 220 20
External load, Wext (kN) LN 10 2

PDF: Probability density function
N, LN:  Normal, Lognormal
SD: Standard deviation

With 100,000 simulations, the Monte-Carlo
analyses gave an annual probability of failure
P;of 0.051 (or 5-10%/yr). The FORM anal-
yses gave an annual probability of failure of
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0.063 (or 6-:102/yr). The difference is negli-
gible. Both approaches gave the same "de-
sign point" (i.e. the most probable combina-
tion of parameters leading to an avalanche).

In the FORM analysis, the directional co-
sines of the vector of random variables are
called the sensitivity factors, because they
indicate the relative influence of each basic
variable on the reliability index and probabil-
ity of avalanche occurrence.

Figure 13 illustrates the sensitivity factors
for a representative analysis. The data
demonstrate that the uncertainties in the shear
resistance on the sliding surface and in the
snow-slab dimensions (length and width) are
the most significant influencing the probabil-
ity of the occurrence of an avalanche.

Wer® 5 )

D()

T, (+)

Figure 13. Sensitivity factors from the FORM
analyses indicating the relative influence of each
random variable on the probability of an
avalanche occurring (Harbitz el al 2001).

Model based on observed events.

It is difficult to quantify the annual probabil-
ity of an avalanche occurrence on the basis of
mechanical models. In areas where general
climatic conditions and topography are prone
for avalanche activity, local wind conditions
may prevent the accumulation of snow and
an avalanche would rarely occur. As an alter-
native, Harbitz ef al (2001) presented two
easily applicable statistical approaches.

The Pr is defined as the probability of an
extreme avalanche occurring in a specific
path during one year, which is assumed to be
small (e.g. Pr <0.1). It is assumed that the
probability of more than one (extreme) ava-
lanche in one year is negligible, and that the

NGM 2016 - Proceedings 30

probability in a future year is independent of
avalanche activity in previous years.

The number of avalanches, r, occurring
during a period of n years, conditional on Py
is then binomially distributed. The return
period, At = 1/Pris the mean time period
between successive avalanches. If denotes a
random period between two successive ava-
lanches, it can be approximately exponential-
ly distributed with mean AT; :

f(ATr) = (1/ATr)e'ATr/ Atr for ATr=0 (7)

The number of avalanches occurring during
any time period, Az, can be approximated by
a Poisson distribution with mean m = At/ Aty.
Two methods can be used to estimate the
probability of avalanche release:
Within a "classical" statistical framework
Pris considered a constant, and the term
probability has a strict frequentist interpre-
tation. This is equivalent to saying that Py
is close to the ratio R/n for large n. For ex-
ample, if » =1, i.e. one avalanche has oc-
curred during an observation period of n =
200 years, the estimate of Pris 1/200. If
one tries to estimate a conservative upper
value, with "95% certainty" for Pr not to
be exceeded, one can construct a 95%
confidence interval for Py. The upper in-
terval limit is then found from the cumula-
tive binomial distribution function.

In the Bayesian approach, contrary to the
classical approach, the Pris treated as a
stochastic variable with an a priori proba-
bility density function called the prior.
The prior can be based on subjective
knowledge, historical observations or
both, before (new) observations are made.
Once new observations are available, the
so-called posterior probability density
function for Prconditional on  can be
found. The Bayesian approach is particu-
larly useful if a good a priori knowledge
exists (e.g. observations from similar
paths. It can also be implemented if no a
priori knowledge is available, by applying
so-called non-informative, or "vague",
priors. As an illustrative example, let a
prior be applied before the first year of ob-
servations, which will give one or zero av-
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alanches. The posterior, fu(ps | r), after n
years of observations with totally r ava-
lanches observed, is then:

falpr|r)=Beta(r + 1,n + 1) ®)

with Bayes estimate of:

pr=(r+1)/(r+n+2) 9)

Figure 14 presents examples of the updat-
ing procedure for one to eight years of no
observations of avalanches in one loca-
tion. Analogous to the classical confidence

10

o
] \/I\J avalancha gbserved in 8lyears
8

intervals, a credibility interval for Pj; can

be constructed.

Figure 15 compares the "classical" and the
Bayesian approaches in terms of Py and con-
fidence level.

Canadian guidelines on avalanche risk
The Canadian Avalanche Association (2016)
recently published a useful guide on the tech-
nical aspects of snow avalanche risk man-
agement. The handbook, published online, is
a detailed resource and guidelines for ava-
lanche practitioners. The publication provides
operational guidelines for:

1) Municipal, residential, commercial and
industrial areas.

2) Transportation corridors.

3) Ski areas and resorts.

4) Backcountry travel and commercial activi-
ties.

5) Worksites, exploration, survey, resource
roads, energy corridors and utilities, man-
aged forest land and other resources.

The handbook describes element(s) at risk,
their vulnerability, and their potential for
exposure, along with tables that summarize
both planning and operational risk manage-
ment guidelines for specific activities or in-
dustry sectors. The helpful guideline tables
include:

« Element at risk.

« Avalanche size or impact pressure.

« Return period (years).

« Risk management guidelines for planning.
« Risk management guideline for operation.

CAA (2016) illustrates the effect on uncer-
tainty on probabilities (Fig. 16). Vulnerability
in Figure 16 is defined as the probability of
loss of life, for the case of snow avalanches.
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Figure 14. Probability distribution of annual ava-

lanche cibsuderubg 0, 1, 3 and 8 years of obser-
vations of no avalanche (Harbitz et al 2001).
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Figure 15. Annual probability of failure with

confidence Py from classical and Bayesian ap-

proaches; 0 to 5 avalanche observations (r) over

200 years (n) (Harbitz et al 2001).

Statham et al (in prep.) suggests a model of
avalanche hazards. For each avalanche type
at a location, the hazard is determined by
evaluating the relationship between likeli-
hood of triggering and avalanche size. The
likelihood of triggering an avalanche depends
on the triggers and spatial distribution of the
weaknesses in the snow mass.

5.3 Risk assessment for railways

A GIS-based methodology for regional scale
assessment of hazard and risk along railway
corridors was developed for the Norwegian
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National Rail Administration (Hefre et al
2016).

1 ] high | !
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Vulnerability V
Figure 16. Risk graph showing the annual
probability of occurrence and vulnerability for
two hypothetical scenarios (CAA 2016).

Field investigation of hundreds of kilometres
of railway would be time-consuming and
expensive to conduct. The assessment of the
risk along railway corridors was aided with a
Geographical Information System (GIS),
combining detailed Digital Elevation Models
(DEM) and railway data. The GIS analyses
identified risk hotspots.

A relative quantification of the hazards
and consequences was done over the com-
plete network of railway and combined to
identify zones of low, medium and high-risk.
The results were presented in a series of de-
tailed maps showing the most critical areas
along the railway, thus providing the stake-
holders the background to make decisions on
the need for further investigations and/or
mitigation measures. The GIS-based method-
ology proved to be a time- and cost-efficient
approach to conduct risk assessment over
wide areas such as railway corridors.

The hazard analysis considered the aver-
age slope angle within the exposed slope,
slope direction relative to railway, soil type,
area of exposed slope, earlier sliding evi-
dence, drainage capacity (expected dis-
charge, culvert capacity and upstream slope
angle) and potential erosion (distance be-
tween toe of railway and river and height
difference between embankment and river).

The consequence analysis included ele-
ments at risk, accessibility for rescue, terrain
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conditions at time of potential derailment and
impact speed.

Figure 17 presents an example of the re-
sulting risk map. The map covers one km of
railway. Such map is produced for each one
km of railway analysed. On Figure 17, the
hazard class, consequence class and risk class
are shown graphically (with colours). The
resulting risk is in the middle. A short sec-
tion, close to an earlier landslide, was identi-
fied as high risk, and mitigation measures
should be implemented in this area.
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Figure 17. Risk map for I km of railway. The
hazard, consequence and risk classes along the
railway are shown continuously, in addition to
risk level of culverts and location of historical
slides (Hefre et al 2016).

5.4 Excavation and foundation works

Kalsnes et al (2016, this conference) present
the concepts and an example of the applica-
tion of risk analysis to excavation and foun-
dation works. The proposed method is based
on ISO's framework, with five stages: 1-
Establish basis; 2-Risk identification; 3-
Semi-quantitative risk analysis; 4-Risk As-
sessment; 5-Risk reduction measures. The
method has been implemented in a spread-
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sheet. The analysis can best be completed by
a team. As the project progresses and new

information becomes available, the spread-
sheet can be reviewed and revised.

5
4 1:3-F@, 4-FP
Z
5 3 2:3-F@
2
3
(-9
1:1-F@
2:1-F@, 2-HM 5:11-HF@, 12-F@
4:1-@, 2-@ 6:1-F, 2-H@, 3-F@, 4-F@,
7:2-M@ 5-F@
7:1-M@
1:2-HMF@
5:10-F
2:4-MF@ e ¢¢ 5:2-MF@, 3-HMF@, 5-
' @, 7-H, 8-H
1 2 3 4 5
Consequence

Figure 18. Risk assessment example for sheetpiling (after Kalsnes et al 2016; Vangesiten et al 2015).
Notation in each risk matrix cell: n:m-consequence = project phase:source of uncertainty-consequence

Project phases:

Sheetpiling

Material
Design
Execution

Sources of uncertainty

Design and planning
Preparation work
Pre-excavation for sheetpiling

Excavation, construction pit
Shoring and stiffeners
Local conditions, environment

Environmental loads (natural sources)
External loads

Extreme rainfall

High groundwater

~

Consequences
Environment

Economy

Figure 18 gives an example of the result-
ing risk matrix for an excavation. Kalsnes et
al (2016) suggested designations for the haz
ard and consequence classes. Each project
selects its project phases, sources of uncer-
tainty and consequences.

For probabilities, S1 corresponds to "Ex-
tremely unlikely", S2 to "Very unlikely", S3
to "Unlikely", S4 to "Somewhat likely", and
S5 to "Likely". The probabilities may range
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Fallout on excavated slopes

Health damage or fatality

Progress in execution

from less than 0.1%/year for Class S1 to
more than 10%/year for Class S5.

For consequences, C1 would correspond
to "Hazardous", C2 to "Harmful", C3 to
"Critical", C4 to "Very critical" and C5 to
"Catastrophic". Such classes and their mean-
ing are to be established for each project.

The approach allows to vary the model for
risk evaluation process by changing the
shapes of the coloured regions in the risk
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matrix in Figure 18. In Figure 18, a standard

staircase colour distribution is used. In a risk

aversion case, the orange and res zones in the
matrix would be made much larger.

The aspects requiring actions are found in
the orange and red zones in the risk matrix.
In the example, the uncertainties associated
with the execution of the sheetpiles and the
environmental loads should be examined in
more detail to establish mitigation measures.
Examples are given in Kalsnes et al (2016).

5.5 Cost-effective soil investigations

Soil investigations represent a subconscious
risk-based decision. Soil investigations, in
the way they are planned, represent a risk-
based decision. The complexity of a soil
characterization is based on the level of risk
of a project. Lacasse and Nadim (1998; 1999)
illustrated this graphically (Fig. 19).

A low risk project involves few hazards
and has limited consequences. Simple
in situ and laboratory testing and empirical
correlations would be selected to document
geotechnical feasibility. In a moderate risk
project, there are concerns for hazards, and
the consequences of non-performance are
more serious than in the former case. Spe-
cific in situ tests and good quality soil sam-
ples are generally planned. For a high-risk
project involving frequent hazards and po-
tentially risk to life or substantial material or
environmental damage, high quality in situ
and laboratory tests are required, and higher
costs are involved. The decision-making
process for selecting soil investigation
methods, although subconscious, is risk-
based. It involves consideration of require-
ments, consequences and costs.

In general, more extensive site investiga-
tions and laboratory testing programs reduce
the uncertainties in the soil characteristics
and design parameters. At a certain point
however, as Wilson Tang (1987) pointed out,
the benefit obtained from further site investi-
gations and testing may not yield sufficient
added value (read: increase in the reliability
of the performance) to the geotechnical sys-
tem, and hence may not justify the additional
cost (e.g. Folayan et al 1970).Probabilistic
concepts can also help optimize site investi-
gations.
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The uncertainty in a geotechnical calcula-
tion is often related to the possible presence
of an anomaly, e.g. boulders, soft clay pock-
ets or drainage layer. Probability approaches
can be used to establish the cost-effectiveness
of additional site investigations to detect
anomalies. Figure 20 presents an example
where the presence of a drainage layer was
determinant on the resulting post-
construction building settlements. A settle-
ment of less than 50 cm would mean an im-
portant reduction in costs. With drainage lay-
er detectability for each boring of 50% or
80% (Fig. 20), and assuming a given drain-
age layer extent, 3 to 6 borings were required
in this case to establish whether the drainage
layer was present or not.

6 THE OBSERVATIONAL METHOD
AND BAYESIAN UPDATING

One recurring factor in geo-failures is that the
construction does not follow the original
script, or changes occur underway which
effects were not checked (Lacasse 2016).
Examples include the pillar collapse on
Skjeggestad bridge in Norway in 2015 due to
as slide in quick clay and the Aznalcdllar
tailings dam failure in Spain in 1998 and the
Mount Polley tailings dam failure in Canada
in 2012 where the downstream slopes were
steeper than originally intended. Such events
reinforce the importance of and the need for
the "observational method", a seminal deter-
ministic method in geotechnics (Peck 1969).
The observational method consists of:

(a) Exploration sufficient to establish at least
the general nature, pattern and proper-
ties of the deposits, but not necessarily in
detail.

Assessment of the most probable condi-
tions and the most unfavourable con-
ceivable deviations from these condi-
tions. In this assessment geology often
plays a major role.

Establishment of the design based on a
working hypothesis of behaviour antici-
pated under the most probable condi-
tions.

(b)

(c)
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Low risk project Moderate risk project
Costs: low Costs: moderate

+ 4

=» In-situ testing = In-situ testing
=» Disturbed samples =s High quality samples

I +

High risk project
Costs: high

Preliminary site evaluation

+ Logging tests e Logging tests
(CPT, SPT, DMT) o Specific in-situ tests

» Index tests (FV, PLT, PMT)

« Empirical correlations | |e Basic laboratory tests on
selected samples

s Site specific correlations

= In-situ testing

Detailed site evaluation

(Identify critical zones)

CPT: Cone penetration
test FV:
SPT: Siandard pene-
tration test
DMT: Dilatometer test

Field vane test
PLT: Plate load test
PMT: Pressuremeter test

= Additional in-situ tests
=» High quality samplcs
(undisturbed)

v

* Advanced laboratory tests
» In-situ stresses
= Relevant stress path
» Careful measurements

Figure 19. Site investiagtions: a subconscious risk-based decision (Lacasse and Nadim 1998).
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Figure 20. Cost reduction with increased number
of borings (Tang 1987; Lacasse and Nadim
1998), p'is the prior probability.
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(d) Selection of quantities to be observed as
construction proceeds and calculation of
their anticipated values on the basis of
the working hypothesis.

(e) Calculation of values of the same quanti-
ties under the most unfavourable condi-
tions compatible with the available data
concerning the subsurface conditions.

(f) Selection in advance of a course of ac-
tion or modification of design for each
foreseeable significant deviation of the
observational findings from those pre-
dicted with the working hypothesis.

(g) Measurement of quantities to be ob-
served and evaluation of actual condi-
tions. (h) Modification of design to suit
actual conditions.

The "observational method" is closely related
to the techniques of Bayesian updating
(Lacasse 2015). Bayes' theorem provides a
probabilistic framework to allow updating of
prior estimates with new information. Bayes-
ian updating can be in fact a mathematical
continuation of the observational method.

It would be very useful to couple the ob-
servational method to risk management, with
focus on dynamic updating of the risk picture
on the basis of observations and prepared
scenarios. The contribution of the quantita-
tive assessment of hazard and consequences
(risk) is to reveal (quantitatively) the risk-
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creating factors and the need for remedial
changes. It therefore encourages foresight
rather than hindsight. Risk management
combining the observational method and
Bayesian updating will provide the prepared-
ness with risk mitigation options selected and
evaluated in advance.

7 RISK MANAGEMENT AND FOR-
WARD STRATEGIES

7.1 Current directions and lessons

Risk management encompasses several nec-

essary steps, including:

¢ Quantifying the uncertainties, and not the
least, the modelling uncertainty(ies).

¢ Doing scenario-based risk assessments,
including scenarios with future expected
and climate impact.

e Applying improved technology and meth-
ods.

¢ Addressing national policies.

¢ Improving national and international co-
operation and coordination.

¢ Enhancing communication.

Emphasis should be placed on improving
warning systems, enhancing emergency pre-
paredness and response, community resili-
ence and recovery. For enhanced prepared-
ness and resilience to take root, effective pub-
lic education and strong government support
are essential.

7.2 Extreme events

Occurrence
The U.S. National Science Foundation de-
fines an extreme event as "a physical occur-
rence that with respect to some class of relat-
ed occurrences, is either notable, rare,
unique, profound, or otherwise significant in
terms of its impacts, effects, or outcomes."
The Intergovernmental Panel on Climate
Change (IPCC) has the following, more
quantitative definition for an extreme events
"... An event that is rare at a particular place
and time of year. Definitions of “rare” vary,
but an extreme weather event would normal-
ly be as rare as or rarer than the 10th or 90th
percentile of the observed probability density
function..." (IPCC, 2012).
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An example of an extreme event is the
Great East Japan earthquake (Tohoku earth-
quake) and tsunami of 11th March 2011. This
magnitude 9.0 (Mw) earthquake was the most
powerful earthquake ever recorded to have
hit Japan, and the fourth most powerful
earthquake in the world since modern record-
keeping began in 1900. One of the cata-
strophic consequences of this event was the
Fukushima Dai-ichi nuclear power plant ac-
cident.

Another example of a "usual" natural haz-
ard event leading to extreme consequences
was the 2010 eruptions of Eyjafjallajokull
volcano in Iceland (Gudmunsson et al. 2012).
These relatively small volcanic eruptions
caused enormous disruption to air travel
across western and northern Europe over a
period of six days in April 2010. During the
period 14-20 April, ash covered large areas
of northern Europe when the volcano erupt-
ed. About 20 countries closed their airspace
for commercial jet traffic and it affected
about 10 million travellers (WENRA 2011).

The impact of extreme weather events
(near-‘black swans’ events), which may be
exacerbated by climate change, is considered
as a major risk concern. An extreme weather
event can also be a natural aleatory phenom-
enon within the natural and intrinsic variabil-
ity of the weather system.

Stress testing
Conventional strategies for managing the risk
posed by natural and/or man-made hazards
rely increasingly on quantitative risk assess-
ment. One of the challenges in the manage-
ment of risk associated with extreme events
is that the mechanism triggering an extreme
event may be different from those triggering
the more frequent events. Climate change has
introduced substantial non-stationarity into
risk management decisions. Non-stationarity
is the realization that past experiences may
no longer be a reliable predictor of the future
character and frequency of events; it applies
both to hazards and to the corresponding re-
sponse of the systems.

The conventional design approach implic-
itly accepts that there is a "residual" risk,
which could be "neglected" because the
probability of that risk being realized is ex-
tremely small. This residual or neglected risk
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can be due to "extreme events", which have a
longer return period than the return period for
the design load (denoted with blue stars in
Fig. 21), or they could be due to the uncer-
tainty in the prediction models and lack of
knowledge of the mechanisms at work (de-
noted with red stars in Fig. 21).

Both types of events pose a risk. This risk
which is implicitly accepted and knowingly
neglected in conventional engineering design.
Nevertheless, these events can occur, and
when they do, they are referred to as extreme
events. Therefore, the conventional engineer-
ing design is not suitable for dealing with the
risks posed by extreme events.

Uncertainty

Transportation

Single, multiple or cascading hazards
Energy &
Utilities

Critical facilities

A

Conventional risk analysis

\

Stress-tests

Figure 21. Residual (or neglected) risks in conventional reliability-based design approach (Nadim, 2016).

Stress testing is a procedure used to de-
termine the stability and robustness of a sys-
tem or entity. It involves testing the specific
system or entity to beyond its normal opera-
tional capacity, often to a breaking point, in
order to observe its performance/reaction to a
pre-defined internal or external pressure or
force. Stress tests have been used for many
years in air traffic safety, in particular for
airplanes and helicopters. In recent years,
stress testing has often been associated with
methodologies to assess the vulnerability of a
financial system or specific components of it,
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such as banks. A number of analytical tools
have been developed in this area and have
been frequently used since the late 1990’s
(e.g. Borio et al. 2012).

Stress testing has been applied to the
comprehensive safety and risk assessment of
Nuclear Power Plants, in particular in the
aftermath of the 2011 Fukushima Dai-ichi
accident. In particular, the accident highlight-
ed three areas of potential weakness in pre-
sent safety approaches: (1) inadequacy of
safety margins in the case of extreme external
events (especially natural hazards); (2) lack
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of robustness with respect to events that ex-
ceed the design basis; and (3) ineffectiveness
of current emergency management under
highly unfavorable conditions. These issues
were the focus of the stress tests imposed on
all nuclear power plants in Europe in 2011
and 2012 (WENRA, 2011).

Nadim (2016) proposed stress testing as a
complement to traditional risk assessment for
managing the risk posed by extreme events,
focusing on the challenges faced by civil en-
gineers in general, and geotechnical engi-
neers in particular, in managing the risk
posed to critical infrastructure by extreme
natural hazard events. Most risk evaluations
are based on probability estimates using his-
torical data and consequence models that try
to estimate the impact of unwanted future
hazard situations. For natural hazards, histor-
ical data may in some cases be sparse or
highly uncertain. Similarly, simplified mod-
els of highly complex situations may yield
forecasts containing significant uncertainty.
Both of these situations may therefore ne-
glect risks that should be introduced into the
evaluations.

7.3 Interaction and communication

There is much room for cross-fertilization of
ideas and insights, as well as joint develop-
ment of strategies and best practice within the
area of risk assessment and management.

Within risk, communicating the message
effectively is of paramount importance, at
least at three levels: (1) on the cross-discipli-
nary scientific level, (i1) with the stakeholders
and (ii1) with the general public. Good com-
munication is imperative to provide the in-
sights required to shape a resilient environ-
ment prepared for future challenges.

Enhanced interaction and communication
among the geo-disciplines and outside the
geo-arena can be achieved through multi-
disciplinary gatherings on geotechnical haz-
ard and risk management. The discussions
should preferably involve also government
officials who are responsible for formulating
policies.

7.4 Risk management strategy

In the context of protecting the community
from the adverse consequences of geo-related
disasters, the following strategies are perti-
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nent in the management of hazards and risk
(after Ho et al 2016):

a) Avoidance, with use of planning, warning
or alert systems, and public education.

b) Prevention, such as enforcing slope inves-
tigation, design, construction, supervision
and maintenance standards.

¢) Mitigation, with the implementation of
engineering measures to reduce the impact
of hazards, e.g. retrofitting of substandard
slopes or adding mitigation measures.

d) Preparedness, focusing on procedures,
human resource management, emergency
systems, training of the vulnerable com-
munity for a prompt response etc.

e) Response, involving search and rescue,
evacuation and provision of basic humani-
tarian needs, relief measures, inspections
for identification of any imminent danger,
settlement of evacuated people etc.

f) Recovery, starting after the immediate
threat to life has been dealt with, to bring
the affected area back to the normal and
carry out repair or mitigation works.

Items (a) to (c) are broad risk reduction or
control strategies whereas items (d) to (f)
relate mainly to emergency management.
Items (b) to (e) reflect the ability of a system
to withstand shocks and stresses whilst main-
taining its essential functions (defined as re-
silience). Resilient systems are also more
amenable to recovery.

8 RECENT RESEARCH

In terms of improved technology and meth-
ods mentioned in Section 7.1, recent work is
aiming to bridge some of the knowledge
gaps. Two recently completed European col-
laborative research studies, namely the
CHANGES (www.itc.nl/changes) and
SafeLand projects (esdac.jrc.ec.europa.-
eu/projects/safeland).

8.1 SafeLand Project

The need to protect people and property in
view of the changing pattern of landslide
hazard and risk caused by climate change,
human activity and changes in demography,
and the need for societies in Europe to live
with the risk associated with natural hazards,
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formed the basis for the 2009-2012 European

SafeLand project “Living with landslide risk

in Europe: Assessment, effects of global

change, and risk management strategies”.

The project involved 27 partners from 12

European countries, and had international

collaborators and advisers from mainland

China, Hong Kong, India, Japan and USA.

SafeLand also involved 25 End-Users from

11 countries. SafeLand was coordinated by

the Norwegian Geotechnical Institute's (NGI)

Centre of Excellence “International Centre

for Geohazards (ICG)” (http://safeland-

fp7.eu/; Nadim and Kalsnes 2014).

The SafeLand conclusion was that climate
change, human activity and change in land
use and demography all need to be consid-
ered in the assessment of landslide risk, and
that climate impact on slope safety need to be
given high priority. The SafeLand project
provides, among other results:

— Guidelines on landslide triggering pro-
cesses and run-out modelling.

— Methods for predicting the characteristics
of threshold rainfall events for triggering
of precipitation-induced landslides, and
for assessing the changes in landslide fre-
quency as a function of changes in the
demography and population density.

— Guidelines for landslide susceptibility,
hazard and risk assessment and zoning.

— Methodologies for the assessment of phys-
ical and societal vulnerability.

— Identification of landslide hazard and risk
hotspots in Europe.

— Simulation of regional and local climate
change at spatial resolutions of 10 x 10 km
and 2.8 x 2.8 km.

— Guidelines for the use of remote sensing,
monitoring and early warning.

— Prototype web-based "toolbox™ of mitiga-
tion measures, with over 60 structural and
non-structural risk mitigation options.

— Case histories and "hotspots" of European
landslides covering almost all types of
landslide in Europe.

— Stakeholder workshops and participatory
processes involving population exposed to
landslide risk in the selection of the most
appropriate risk mitigation measure(s).
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8.2 CHANGES Project

The CHANGES Marie Curie Training Net-
work education network (Changing Hydro-
meteorological Risks — as Analyzed by a
New Generation of European Scientists)
aimed at developing an advanced understand-
ing of how global changes (environmental
and climate changes and socio-economical
change) affect the temporal and spatial pat-
terns of hydro-meteorological hazards and
associated risks in Europe. The project fo-
cused on the assessment and modelling of the
changes, and incorporating them in sustaina-
ble risk management strategies, including
spatial planning, emergency preparedness
and risk communication. The work was inter-
disciplinary and inter-sectoral, with stake-
holder participation. The main objectives of
the project were to:

— Provide high-level training, teaching and
research in the field of hazard and risk
management in a changing environmental
context to European young scientists;

— Reduce the fragmentation of research on
natural processes; and

— Develop a methodological framework
combined with modelling tools for proba-
bilistic multi-hazard risk assessment tak-
ing into account changes in hazard scenar-
10s (related to climate change) and ex-
posed elements at risk.

The network consisted of 11 full partners
from seven European countries. The network
was run by ITC, Faculty of Geo-Information,
Science and Earth Observation of the Univer-
sity of Twente in The Netherlands, and em-
ployed 17 Early Stage Researchers from all
over the world.

A "Risk Change Spatial Decision Support
system for the Analysis of Changing Hydro-
meteorological Risk" was developed. The
Spatial Decision Support System analyses the
effect of risk reduction planning alternatives
on reducing the risk now and in the future,
and support decision makers in selecting the
best alternatives. The decision support sys-
tem is composed of a number of integrated
modules. It is available online, and can be
accessed through the URL:http://changes.itc.-
utwente.nl/RiskChanges.

NGM 2016 - Proceedings


http://safeland-fp7.eu/
http://safeland-fp7.eu/

Keynote

8.3 Other EU initiatives

Following the Great East Japan earthquake
and tsunami of March 2011, leading to the
Fukushima Dai-ichi nuclear accident, the
European Commission initiated collaborative
research projects to develop methods for
stress testing of critical infrastructure and
management of the risk posed by rare, ex-
treme events and by cascading hazards or
events. Key European research projects on
stress testing of critical infrastructure and
management of the risk posed by rare, ex-
treme events and by cascading hazards in-
clude (see Ho et al 2016, Nadim 2016 and
websites for further details):

— STREST: Harmonized approach to stress
tests for critical infrastructures against
natural hazards (coordinator: ETHZ, Swit-
zerland.

— MATRIX: New Multi-Hazard and Multi-
Risk Assessment Methods for Europe
(Coordinator: GFZ, Germany.

— INFRARISK: Novel Indicators for Identi-
fying Critical Infrastructure (CI) at Risk
from Natural Hazards (Coordinator:
Roughan & O’Donovan Limited, Ireland.

— INTACT: Impact of Extreme Weather on
Critical Infrastructures (Coordinator:
TNO, The Netherlands.

9 SUMMARY AND CONCLUSION

Risk and reliability in geotechnical engineer-
ing represent a shift in practice. The concepts
of probabilistic risk analyses for dams, min-
ing and offshore structures have been around
for a long time.

With increasing frequency, society de-
mands that some form of risk analysis be
carried out for activities involving risks im-
posed on the public. At the same time, socie-
ty accepts or tolerates risks in terms of hu-
man life loss, damage to the environment and
financial losses in a trade-off between extra
safety and enhanced quality of life.

The most effective applications of risk ap-
proaches are those involving relative proba-
bilities of failure or illuminating the effects of
uncertainties in the parameters on the risks.
The continued challenge is to recognize prob-
lems where probabilistic thinking can con-
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tribute effectively to the engineering solution,
while at the same time not trying to force
these new approaches into problems best
engineering with traditional approaches.

The tools of statistics, probability and risk
can be intermixed, to obtain the most realistic
and representative estimate of hazard and
risk. It is possible to do reliability and risk
analyses with simple tools, recognizing that
the numbers obtained are relative and not
absolute. It is also important to recognize that
the hazard and risk numbers change with
time, and as events occur or incidents are
observed at a facility.

For the purpose of communication with
stakeholders, the profession needs to focus on
reducing the complexity of the technical ex-
planations. The geo-engineer's role is not
only to provide judgment on safety factor,
but also to take an active part in the evalua-
tion of hazard and risk. The hazard and risk
models should be easy to perceive and use,
without reducing the reliability, suitability
and value of the models required for the as-
sessment.

There should be increased attention on
hazard- and risk-informed decision-making.
Integrating deterministic and probabilistic
analyses in a complementary manner will
enable the user (with or without scientific
background) to concentrate on the analysis
results rather than the more complex underly-
ing information.

Conventional risk assessment methodolo-
gies are not well suited for dealing with the
risk posed by low probability — high impact
(extreme) events.

Stress testing provides a complementary
approach to conventional risk or safety as-
sessments. The approach is used for manag-
ing the risk posed by extreme events to con-
structed facilities and critical infrastructure.
In stress tests, the focus is on the perfor-
mance of the system under consideration
subject to extreme event scenarios. This is a
rapidly evolving field and the new research
initiatives in Europe and elsewhere. Stress
testing provides valuable additional insight
for extreme situations.

It is imperative to remain vigilant of ge-
otechnical hazards under a changing climate
and to be prepared to deal with extreme
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events. The engineering approach needs to be

supplemented by other measures involving

enhanced emergency preparedness, response
and recovery.

Disasters can manifest themselves as fast
events, but the vulnerability for disasters is
built up slowly, and can be the result of ne-
glecting to be adequately prepared. Focus
needs to shift from prevention-mitigation to
building resilience and reducing risks.

Focus needs to remain on "safety". Faced
with natural and man-made hazards, society's
only resource is to learn to live and cope with
them. One can live with a threat provided the
risk associated with it is acceptable or is re-
duced to a tolerable level. It is important to
understand that:

« Risk estimates are only approximate, and
should not be taken as absolute values.

« Tolerable risk criteria are themselves not
absolute boundaries. Society can show a
wide range of tolerance to risk.

« One should use several measures of toler-
able risk, e.g. F-N pairs, individual and
societal risk, and costs vs and maximum
justifiable cost for risk mitigation.

o The risk will change with time because of
natural processes and development.

. Extreme events (Taleb's (2007) "black
swans)" should be considered as part of
possible triggers of a cascade of events.

« Often, it can be the smaller, more frequent,
events that contribute most to risk.

With the evolution of reliability and risk ap-
proaches in geotechnical engineering, the
growing demand for hazard and risk analyses
in our profession and the societal awareness
of hazard and risk makes that the methods
and way of thinking associated with risk need
to be included in university engineering cur-
ricula and in most of our daily designs.
There is a need to adopt a risk awareness

and risk reduction culture
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